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AI and its use in radiation research 



Agenda
Basic information about AI

Simple example: how to recognise numbers

More sophisticated example: how to recognise dicentrics

One pixel attack

Some threads



chat.openai.com

http://chat.openai.com


bard.google.com

http://bard.google.com


Artificial Intelligence 



Artificial Intelligence (AI) 

https://suryamaddula.medium.com/domains-of-artificial-intelligence-8046d0778f1a



Performance and interpretability

Lei Xing, The Role of AI in Clinical Radiation Oncology
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A brain is a supercomputer (H. Markram)

https://www.epfl.ch/research/domains/bluebrain/blue-brains-scientific-milestones/

Cost: billion €

https://www.epfl.ch/research/domains/bluebrain/blue-brains-scientific-milestones/


A brain is a supercomputer (H. Markram)

https://www.ted.com/talks/henry_markram_a_brain_in_a_supercomputer?subtitle=en

Motivation: 
1. To understand a human 

brain 
2. To reduce animal 

experimentation 
3. To study mental 

disorder

https://www.ted.com/talks/henry_markram_a_brain_in_a_supercomputer?subtitle=en


brain: ~86 000 000 000 neurons, up to 10 000 connections each
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Caenorhabditis elegans
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The body consists of 959 somatic cells, of which 302 are neurons.

https://openworm.org/getting_started.html


Neuron activity

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Artificial neuron activity

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Activation functions

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Neural network

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolutional Neural Network (CNN)



Convolution operations

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolution operations

2.5

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolution operations

2.5 3.2

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolution operations

2.5 3.2

3.3

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolution operations

2.5 3.2

3.3 4.5

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Image convolution 

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Convolutional Neural Network (CNN)

https://skyengine.ai/se/skyengine-blog/125-what-is-a-convolutional-neural-network



Network architecture

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks



Object classification



Object classification



Deep learning

to ‘remember and recognise’ 
more than a few patterns

neural network must have 
more parameters (connection 

weights)



Model parameters



Model parameters

Lei Xing, The Role of AI in Clinical Radiation Oncology



Training cycle

Keith Schubert, The Latest on CNN News: Understanding and Using Convolutional Neural Networks

epoch/iteration



Data and training

https://www.analyticsvidhya.com/blog/2023/11/train-test-validation-split/

to train the model
to track model parameters and avoid overfitting

to check the model performance on new data



K-fold cross-validation

https://towardsdatascience.com/how-to-cross-validation-with-time-series-data-9802a06272c6



Simple example

Nassim Abderrahmane. Hardware design of spiking neural networks for energy e!icient brain- inspired computing. Artificial Intelligence [cs.AI]. Université Côte d’Azur, 2020. English. NNT: 2020COAZ4082 

Modified National Institute of 
Standards and Technology 

(MNIST): database of 
handwritten digits



Simple example



More sophisticated example: dicentrics

Courtesy of M. Głowacki

Courtesy of A. Wojcik



Precision of scoring chromosomal aberrations by 
CELOD participants

Gałecki et al. Precision of scoring radiation-induced chromosomal aberrations and micronuclei by 
unexperienced scorers, International Journal of Radiation biology 95(9): 1251–1258, 2019  



Fast and precise scoring of dicentrics

6 expertsRENEB data

CNN (model AB)



RENEB: laboratory network

U. Oestreicher et al. RENEB intercomparisons applying the conventional Dicentric Chromosome 
Assay (DCA), International Journal of Radiation Biology 93: 20–29, 2017 

• Running the European Network of 
Biological and retrospective Physical 
dosimetry (7th EU framework 
EURATOM Fission Programme); 

• retrospective dose assessment in 
small-scale and large-scale nuclear 
& radiological emergency situations; 

• assuring the high-level expertise of 
laboratories (intercomparison).



Scoring DIC under the microscope

• blood samples collected from 
the 10 donors; 

• irradiated in vitro with 60Co; 
• doses: 0 Gy, 0.25 Gy, 0.75 Gy, 

1 Gy, 1.5 Gy, 2.5 Gy, 3 Gy,   
4.5 Gy, and 5 Gy



Datasets
TRAINING set 

• used for the training (including validation), 
• spanning over 3000 images in total (all doses),  
• 5 experts labeled the chromosomes.

CALIBRATION set  
• consists of 300 images for each dose (0 Gy - 4.5 Gy), 
• evaluated by an external (6th) expert, 
• used to prepare a calibration curve to study the dose-response, as well as to 

evaluate the parameters of the final model.

TEST set  
• consists of 50 images for each dose, 
• no overlap with the CALIBRATION and TRAINING sets, 
• evaluated by 5 experts and the model independently to assess 

their relative performance



Experts

TRAINING and TEST sets (5 experts) CALIBRATION set (1 expert)



Labeling by experts 

Software created by P. Kotowski based on watershed algorithm



Workflow of the model AB



Model A: U-Net approach

M. Głowacki, Application of U-net type deep neural network in finding centromeres on 
microscopic images, Bachelor thesis @ University of Warsaw

Sieci typu U-Net
• Segmentacja obrazów 

• Klasyfikacja segmentów

• Zwracany jest obraz o tych samych wymiarach co obraz 
wejściowy



U-net architecture



Model B: 2-stages image processing 

Segmentation: chromosome detection Classification: dicentric recognition



Images for training

original watershed with hidden bad splits MaskR-CNN

Segmentation: chromosome detection



Classification: dicentric recognition

Chromosome classification 

Final class was chosen as labeled by the most of the experts

Type Training dataset Test dataset



Performance estimation 

• F1-score (predictive performance), 
• its values is between 0 and 1, 
• F1 = 1 means perfect prediction.



Expert performance 

 F1-scores for all pairs of experts per dose 
For a pair of experts, its two permutations give the same F1-score



Expert and model performance 



Performance estimation 

• F1-score (predictive performance), 
• its values is between 0 and 1, 
• F1 = 1 means perfect prediction.



Precision and sensitivity of the model 



Dose-effect curve: comparison between experts

TEST set (5 experts)

 58%

 110%



 58%

 110%

Dose-effect curve: comparison between experts

TEST set (5 experts)



Dose-effect curve: comparison between experts

RMSE = 0.59 Gy



Dose-effect curve: expert vs. model 

CALIBRATION set (1 expert)



Dose estimation by experts and model 

RMSEexp = 0.76 Gy 
RMSEmod = 0.68 Gy



http://studenci.fuw.edu.pl/~mg394990/MaksChroms/

http://studenci.fuw.edu.pl/~mg394990/MaksChroms/




Jan Borkowski 
Beata Brzozowska 

Józef Ginter 
Maksymilian Głowacki 

Maria Kowalska 
Maria Szoła 

Adrianna Tartas

Contact: m.glowacki10@student.uw.edu.pl

Andrzej Wójcik

Ursula Oestreicher 
Martin Bucher 

Yohei Fujishima 

Paweł Kotowski 



AI in medicine

Lei Xing, The Role of AI in Clinical Radiation Oncology

Segmentation and treatment planning
Image reconstruction and multimodality 

imaging 

Radiation dosimetry and quality assurance Outcome predictions 



AI in medicine

Lei Xing, The Role of AI in Clinical Radiation Oncology



Explainable Artificial Intelligence (XAI) 

Ali, Y. M. B. (2023). One-pixel and x-pixel adversarial attacks based on smell bees optimization algorithm. Future Generation Computer Systems, 149, 562-576.

• segmenting the image at the first stage; 
• applying a nature-inspired algorithm to find the optimal pixel 

able to modify the decision of the deep learning model.
One pixel attack



How does it work?

Klawikowska et al. Explainable AI for Inspecting Adversarial Attacks on Deep Neural Networks, https://doi.org/10.1007/978-3-030-61401-0_14



One pixel attack

Tsai, M.-J.; Lin, P.-Y.; Lee, M.-E. Adversarial Attacks on Medical Image Classification. Cancers 2023, 15, 4228. https://doi.org/10.3390/ cancers15174228

Pneumonia 
88% precision, 100% recall

Normal 
100% precision, 65% recall



Multi-pixel attack

Tsai, M.-J.; Lin, P.-Y.; Lee, M.-E. Adversarial Attacks on Medical Image Classification. Cancers 2023, 15, 4228. https://doi.org/10.3390/ cancers15174228

• the success rate of converting normal 
images into pneumonia images is 
positively correlated with the number 
of perturbed pixels 

• transforming pneumonia images into 
normal images does not yield 
successful results, even with an 
increase in the perturbed pixels.



AI hallucinations

AI/LLM systems do not usually give 
the sources of the answers and 
information generated, instead 

sometimes giving sources that do 
not exist.



Quality of training data



Copyrights of training data



Climate change

“One query to ChatGPT uses approximately as 
much electricity as could light one light bulb for 

about 20 minutes,”
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Moravec (1988): "it is comparatively easy to make computers exhibit 
adult level performance on intelligence tests or playing checkers, and 
difficult or impossible to give them the skills of a one-year-old when it 

comes to perception and mobility"

Pinker (1994): "the main lesson of thirty-five years of AI research is that 
the hard problems are easy and the easy problems are hard"

Moravec, Hans (1988), Mind Children, Harvard University Press

Pinker, Steven (September 4, 2007) [1994], The Language Instinct, Perennial Modern Classics, Harper

https://en.wikipedia.org/wiki/Hans_Moravec
https://en.wikipedia.org/wiki/Steven_Pinker
https://en.wikipedia.org/wiki/The_Language_Instinct


Thank you for your attention!
Contact: beata.brzozowska@fuw.edu.pl

Radiobiology Group

…stay protected!


